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Abstract— Humans cooperate with each other on an every-
day basis using some form of Theory of Mind (ToM). This
term describes a human’s ability to infer the mental state of
another person, e.g. the person’s beliefs or goals, which in turn
enables more efficient interaction and cooperation. Robots do
not inherently have a similar concept, thus implementing a
ToM for robotic agents could potentially enable much more
natural Human Robot Interaction. In this paper, we explore
existing ToM approaches to infer the mental states of a human
interaction partner. In addition, two different approaches are
implemented to estimate the goal of another agent given the
past environment states. The estimated goal is then used as
input for a Reinforcement Learning module that learns our
agent’s optimal behavior. The proposed methods are evaluated
in the Overcooked environment. We are able to show that we
can successfully infer the goal of the other agent and use this
goal to learn a policy. Yet at the same time, our results show that
ToM models are not always as useful or necessary as they seem.
The environmental conditions and evaluation metrics can not
be chosen as straightforward as one might think and require
more thought and research.

I. INTRODUCTION

In recent years we have seen great progress in AI re-
search. Starting from AIs like Deep Blue [1], multiple AI
systems like Deepmind’s AlphaGo [2], [3] or OpenAI Five
[4] were able to beat human champions in competitive games
like Chess, Go, or even video games. Yet, we see these
remarkable performances only in competitive settings. This
leaves us with the question, why we cannot reproduce such
outstanding performances in multi-agent settings where the
agents must cooperate on collaborative tasks.
On the contrary, humans work together on solving certain
tasks on an everyday basis. While doing this, they benefit
from remarkable social skills, allowing them to make in-
ferences about the current thoughts, beliefs, and desires of
other people around them, represented in the so-called mental
state. Thus, to achieve high-quality Human Robot Interaction
(HRI) [5], we need to employ mechanisms in robots that
somehow reproduce the social capabilities of humans.
Cognitive Scientists and Psychologists refer to these social
capabilities as the so-called Theory of Mind (ToM), which
is the conscious knowledge that other people also have their
own mental states and consciousness [6]. Humans acquire
this ability at the age of two to five years, allowing for more
complex cooperation with other children [7].
Since robots do not have a native Theory of Mind, it is
clearly beneficial to provide them with appropriate heuristics

∗Equal Contribution 1Department of Intelligent Autonomous Sys-
tem, Technical University of Darmstadt, Germany, Correspondence to
{franziska.herbert, fabian.kalter, tobias.niehues}@stud.tu-darmstadt.de

Fig. 1: An overview of our approach. Two agents interact
with each other in an Overcooked environment where they
must cooperatively prepare a salad. We use a ToM model
to estimate one agent’s current sub-goal by observing its
past actions and past environment states. The resulting belief
about the sub-goal, along with the environment state and
recipe, is then used as input to a Reinforcement Learning
module that learns the other agent’s action.

or models to compensate for these missing social skills,
thus enabling proper cooperation with other agents in even
complex tasks.

Recent research introduced concepts on how to incorporate
a Theory of Mind in agents, e.g. by using general Artificial
Neural Networks, Inverse Reinforcement Learning, or models
based on Bayesian Analysis (cf. Section II). The output
of these ToM models can then be used in Reinforcement
Learning, an approach for shaping agents’ behaviors by
letting them take arbitrary actions and then providing them
with a reward, representing whether the taken action helped
to reach the current objective or even hindered it [8].
In this work, we implement and compare various approaches
to ToM models receiving the recent actions in other agents’
trajectories as well as the current state of the world to create
an estimate of the other agents’ mental states. These mental
states provide crucial information on the other agents’ current
intentions and are therefore essential for good cooperation.
By using the predicted mental states as further input for
our Reinforcement Learning setting, we can obtain policies
that are not only optimal in terms of fulfilling the desired
objective but also enable optimal cooperation with the other
agents.



The environment used in this study is a multi-agent setting
inspired by the video game Overcooked [9]. The agent’s
perception in this environment is constrained, inasmuch as
the current environment state is only partially observable.
This means that the agents cannot have complete knowledge
on all and every entity in the environment, but e.g. only their
immediate surroundings, and need to predict the unknown
parts of the environment state.

The remaining paper is structured as follows. In Section II,
we compare existing ToM models. In Section III, we intro-
duce our approaches to a ToM model and in Section IV we
evaluate those approaches in the Overcooked environment.
Section V concludes the paper and introduces future work.

II. RELATED WORK

A variety of different methods and approaches exists that
implement some kind of Theory of Mind model on an agent
for inferring the mental state of another agent. However, not
all of these approaches define the mental state in the same
way. While some approaches infer the agent’s beliefs [10],
[11], desires, [12] or goals [13], [14], others simply predict
the agent’s next action [15], [16]. In this work, we decided to
infer the goal of the other agent, as this explains the agent’s
behavior in a more general and abstract way.
We ordered existing approaches based on their concept of
implementing ToM models computationally into the five
categories Cognitive Models, Perspective-Taking, Inverse
Reinforcement Learning, Bayesian Approaches, and Deep
Network approaches. In the following, we give a short
overview of these categories.

Cognitive approaches were mainly explored in earlier
years and focused on how human ToM models from Cogni-
tive Science can be directly applied to a computational agent.
[17] presents first ideas how two cognitive architectures,
namely the Theory of Mind Mechanism model from [18]
and the Mindreading System model from [19], could be used
on a humanoid robot. However, no concrete implementation
of these concepts is given. The approach by [20] uses the
ACT-R cognitive architecture to explain human variability in
HRI, and is tested both in simulation and on a real humanoid
robot. Another widely used cognitive model is the Simulation
Theory [21] which states that humans perform ToM by
simulating another person’s mental state and using their
own decision-making system to predict the other person’s
behavior. [13] and [10] use this kind of approach to predict
the goals and beliefs of humans in HRI scenarios. Here, the
general idea lies in mapping the human’s movements to the
robot’s own movements and thereby simulating the human’s
mental state. Another approach by [22] proposes to use an
agent’s own policy to infer other agents’ hidden states in
multi-agent Reinforcement Learning scenarios. In addition,
recent work by [23] introduces a CogToM framework that
uses a cognitive model that is based on instance-based
learning theory to infer the ToM of another agent in a grid
world task. Although all the above-mentioned approaches
show promising results in their specific application scenario,
many are heavily domain-specific and cannot be applied to

arbitrary tasks easily. Additionally, while taking inspiration
from human ToM seems reasonable, human ToM is also
still an open research area and the aforementioned cognitive
models do not perfectly describe the ToM of a human.

The next class of approaches uses Perspective-Taking to
infer a ToM, which can be seen as a variant of the above-
mentioned simulation-theoretic approaches. [24] implement
perspective-taking on a robot by simulating the world from
the perspective of the human and by using spatial reasoning
to assist the human in collaborative tasks. [25] utilize a sim-
ilar approach to learn from human demonstrations. A robot
simulates the environment from the human’s perspective and
is, therefore, able to infer the human’s goal and thus learn
the demonstrated task. [26] extend this approach by enabling
a robot to predict a goal even if the human fails to achieve
it or provides insufficient data. [27] apply perspective-taking
in a competitive game scenario by exploiting the fact that
the human can only see parts of the environment, and [28]
use perspective-taking to model team members’ beliefs and
achieve collaboration in HRI scenarios. Another approach
by [29] introduces a situation assessment reasoner which
uses both the human’s state in the environment, and the task
decomposition to understand the human’s current situation.
[30] transfer this idea to a shared plan environment by
introducing a state-based system. All in all, perspective-
taking approaches are able to predict the mental state of
another agent in shared environments by taking its situation
in the environment into account. However, these approaches
rely on a fully observable environment that can be simulated
with the necessary precision.

Another class of approaches uses Inverse Reinforcement
Learning (IRL) to learn an underlying reward function. The
agent is assumed to behave according to this reward function,
striving to maximize the cumulated reward. [31] shows that
certain relationships exist between ToM and IRL, e.g., by
interpreting an agent’s reward as its desire and the policy as
its intentions. [16] apply this approach by learning the reward
function of a human to model the human’s next action in an
autonomous driving scenario. [32] use IRL to predict the
human’s plan, also in an autonomous driving task, and [33]
learn a cost function to infer the human’s goal in a shared
autonomy environment. However, many of those approaches
assume that the agent is a rational planner and, therefore,
acts optimally given its reward function. But it has been
known for a long time that humans do not act rationally
optimal [34] and might act depending on preferences or other
beliefs. Therefore, if those approaches are used to predict the
mental state of a human interaction partner, this optimality
assumption will most likely not hold.

The class of Bayesian ToM models deals with the problem
of inferring the other agent’s mental state in a probabilistic
way. These approaches maintain a probability distribution
over the different mental states by using Bayes’ Rule and
by conditioning on the agent’s history of states and actions.
They utilize Inverse Planning to estimate the current value
of a state with regard to reaching a specific mental state. For
example, [11] introduce a Bayesian model for ToM that in-



fers an agent’s beliefs over different states of an environment
given the history of states the agent visited in the last time
steps. At each time step, the agent updates its beliefs about
the environment. Similar approaches infer a human’s sub-
goal [35], an agent’s belief [36], a human’s beliefs, desires
and precepts [12], relationships between agents [37] or be-
liefs about other agents’ states [38]. One recent representative
of the Bayesian approaches is called Bayesian Delegation
[14]. This approach maintains a probability distribution over
sub-goal allocations to the different agents and uses Bayesian
Inference to calculate the probability that a specific sub-goal
allocation occurs. The approach is tested in an Overcooked
environment similar to the environment used in this work.
A major advantage of Bayesian ToM models is that they
naturally provide a probability distribution over the different
mental states, which is required in many cases.

In recent years, several approaches have used deep net-
works to estimate the mental state of an agent [15], [39],
[40]. The approach by [15] introduces the so-called ToMnet
which can be used to predict the next action but also the goal
of an agent in a grid world scenario. The underlying structure
of the ToM model is a deep network that is divided into three
different parts, the character net, the mental state net, and
the prediction net. The character net is used to determine
the character of the observed agent by taking its state-action
history from past episodes as input, the mental state net infers
the current mental state of the agent by looking at the state-
action history of the current episode and the prediction net is
used to predict the future behavior of the agent. While this
approach performs very well on the respective grid world
scenario and is able to predict the mental state of many
different classes of agents, it also requires a large amount
of training data for being able to perform at this level. In
this paper, we implement an approach that is inspired by the
above introduced ToMnet.

III. OUR APPROACH

In the previous section, we compared several classes of
how to computationally implement a Theory of Mind model
for a robot or an agent. The main idea of this paper is
to compare several of those different approaches and see
how they perform in comparison with each other. In this
section, we present our two approaches to inferring another
agent’s ToM. Namely, we are going to introduce a simple
Bayesian model that forms a belief about an agent’s goal and
a deep neural network approach. Both approaches return a
probability distribution over the agent’s goals. Furthermore,
we are going to introduce an RL model that learns how our
agent should behave according to the inferred mental state of
the other agent. An overview of our approach can be found
in Figure 1.

A. Theory of Mind Models

We define the mental state to be equal to the sub-goal
gsub currently pursued by the agent. We are predicting a
probability distribution over all nsub possible sub-goals. A
higher probability for a sub-goal gsub corresponds to a higher

belief in gsub actually being the current sub-goal of the agent.
By predicting the current sub-goal probabilistically and not
the next action of the agent, we describe the mental state in
a more general and abstract way.

The input for our model consists of a history of the state
space and a history of actions of the last few time steps.
The state space is represented by a set of feature maps (FM),
each consisting of simple bits structured in 2D grids with
the same dimensions (H,W ) as our environment. Each map
represents one certain class of objects in the environment.
Every entry in an FM represents one tile of the grid world
in our environment and is either equal to 0 or 1. A 1 denotes
that the object of the class represented by the FM is present
at this tile, while a 0 states the absence of that object.
The complete state space is represented by a tensor of size
(N,L,D,H,W ), containing the feature maps for the last
L time steps. N denotes the batch size, L is the sequence
length and D is the number of object classes represented by
a single FM. H and W directly correspond to the height H
and width W of our environment.
The action history consists of a sequence with a fixed length
L. If the sequence already contains L action-observation
pairs, the oldest one is discarded in the next time step.
The output of our model is a probability distribution over all
nsub possible sub-goals.

1) Belief Tracker: In a first approach to inferring the sub-
goal of the other agent, we take advantage of the fact that
in most cases the sub-goal is determined by the objects with
which the agent interacts. By tracking the agent’s movement,
we can infer the direction in which the agent is moving, and
thus which objects the agent is likely to interact with. Such
a goal-directed movement prediction has been successfully
applied in other domains, such as in probabilistically pre-
dicting the movement goal of a human arm trajectory [41]
or in modeling the movement of pedestrians [42]. However,
in our case, we deal with a discrete environment, where the
agent moves in a grid world.

We maintain a belief bo,t(o) to which object the agent is
moving, by observing the last position st = (xt, yt) of the
agent, i.e. the direction in which the agent moves in the grid
world. At each time step, we update that belief according to
Bayes’ Rule

bo,t+1(ok) = p(ok|st, bo,t) =
p(st|ok, bo,t)bo,t(ok)∑
j p(st|oj , bo,t)bo,t(oj)

,

where bo,t(o) is the current belief about the agent’s object
goal in form of a categorical probability distribution and
p(st|ok, bo,t) is the likelihood that the specific action is
performed given the real underlying object goal o and the
belief from the last time step. We calculate this likelihood
by assuming noisy goal directed movements

p(st|ok, bo,t) = N (st|ŝk, Iσk),

ŝk = st−1 +
so,k − st−1

|so,k − st−1|
,



where σk is noise on the path towards an object goal,
I is the identity matrix, so,k is the position of object ok
and |.| is the Euclidean norm. In the first time step, the
belief is initialized uniformly over all objects. When the
agent interacts with an object, the belief is reset because we
assume that the agent subsequently moves to another object
and therefore changes its goal.

Since the execution of one sub-goal of the agent might
include the interaction with more than one object, we need
to maintain a second belief about the actual sub-goal of the
agent which depends on the movement belief. The sub-goal
belief bg,t(g) is updated in the same way as described above

bg,t+1(gk) = p(gk|bo,t, bg,k) =
p(bo,t|gk, bg,t)bg,t(gk)∑
j p(bo,t|gj , bg,t)bg,t(gj)

.

Hereby, p(bo,t|gk, bg,t) is again the likelihood that the
motion belief occurs given the current sub-goal and the sub-
goal belief from the last time step. It is computed using prior
information about the decomposition of the sub-goals, i.e.,
which object the agent must interact with to satisfy the sub-
goal, given the history of objects with which the agent has
previously interacted. To compute the likelihood, we again
use a Gaussian Distribution

p(bo,t|gk, bg,t) = N (bo,t|ô, Iσk), (1)

where ô denotes a one-hot vector over all objects with a
1 at the index of the next expected object. When one sub-
goal is completed, the sub-goal belief is reset and in order to
get a probability for the sub-goal DO NOTHING, the deviation
from the agent’s position from its last position is considered.
If the agent could interact with multiple objects to complete
the sub-goal, both probabilities are calculated according to
Equation 1 and the two probabilities are added.

2) Deep Network: The deep neural network architecture
used for evaluation in this paper is inspired by the architec-
ture used in [15]. In general, the model can be divided into
three sections. The first layers are convolutional layers to
handle the state space, which is defined by 2D feature maps.
These convolutional layers were chosen to exploit the spatial
relations within the feature maps. Afterwards, an LSTM cell
with two layers extracts temporal information from a history
of observations and actions we also provide as input. Lastly,
multiple fully-connected layers are used to infer the actual
sub-goal.

As shown in Figure 2, this model uses three distinct inputs.
The first consists of most of the environment states (e.g.
object positions, agent orientations...), the second contains
counter positions as well as cutting board positions and the
third input are the actions taken by the other agent. The
inputs have the following shapes

Input1 = (N,L,D1, H,W )

Input2 = (N,L,D2, H,W )

Input3 = (N,L,K),

Fig. 2: The general network architecture of our deep ToM
model. The network processes the state-action history of an-
other agent and outputs a categorical probability distribution
over all possible sub-goals.

where D1 and D2 are the number of feature planes in
Input1 and Input2, respectively, and K is the number of
actions an agent can take decoded as a one-hot vector. For
an explanation of the other variables refer to Section III-A.

The idea behind this architecture is that the network learns
a causal link between certain points of interest (POI) (e.g. a
tomato), the neighborhood of said POI’s, and the change of
the POIs position over time, with the sub-goal an agent has
in mind.

B. Belief MDP

We model the agents’ interaction with the environment
as a multi-agent Decentralized Partially Observable Markov
Decision Process (Dec-POMDP) [43]. The Dec-POMDP can
be described as a tuple < D, S,A, T,R,O,Ω >, where D
is the set of n agents, S is the set of states and A is the
set of joint actions that consists of the actions ai of the
individual agents. The transition function T : S × A → S
describes the transition from one state into the next state
when taking a specific joint action and each state transition
results in a reward that is described by the reward function
R : S×A → R. All agents share the same reward function. Ω
describes the set of joined observations and O : S×A → Ω
is the observation function.



We assume that each agent can completely observe the
positional state of the environment, i.e. the position of each
object and agent in the environment. Therefore, the only part
that is not observable is the mental state of the other agents.
This makes the complete state of the environment partially
observable. To solve the Dec-POMDP, we use the concept
of a Belief MDP [44]. We maintain beliefs about the mental
states of the other agents as probability distributions and
include those into the state space of the POMDP. Thereby,
the discrete POMDP becomes a continuous MDP which can
be solved with standard Reinforcement Learning algorithms.
The observations are the past state-action pairs from the other
agents. Those are passed to the ToM model which returns
the belief about the agents’ mental states.

C. Overcooked Environment

To test the different ToM approaches, we make use of
a multi-agent cooperative environment that is inspired by
the video game Overcooked [9]. In the video game, each
player controls a chef and the players need to cooperate with
each other to prepare and serve different dishes in a limited
time period. The game presents a coordination challenge, as
not all ingredients are accessible to all agents and narrow
corridors prevent agents from moving freely. In multi-agent
RL research, different versions of the Overcooked game have
recently been used as multi-agent environments [45], [46],
[47], [48], [49], [14].

In this paper, we use a simplified environment that is
inspired by and similar to the environment used by [14].
The environment can be seen as a simple grid world where
counters are walls that the agent cannot pass and that are
used to store and prepare food. An exemplary environment
is shown in Figure 3a.
The task of the agents is to prepare salads following pre-
defined recipes. Each recipe requires a certain sequence of
high-level actions. For example, to prepare a tomato-lettuce
salad, both the tomato and the lettuce must be chopped, be
placed on a plate and then be delivered to the delivery square.
Figure 3c shows an illustration of this recipe. To complete
the recipe, agents can perform six different low-level actions,
including moving to each side, interacting with an object,
and a no-operation action. To influence the difficulty of the
scenario, the map can be designed arbitrarily difficult with
counters separating the two agents or different numbers of
interaction objects.

D. Motion Planning

To prepare a dish in the Overcooked environment, a
sequence of several high-level actions needs to be executed
by the agents. High-level actions could, for example, be
CUT_TOMATO or DELIVER_PLATE.
To execute one high-level action, an agent has to perform
several low-level actions (RIGHT, LEFT, UP, DOWN, DO
NOTHING or INTERACT). For example, the execution of the
high-level action CUT_TOMATO requires the agent to move to
the tomato, interact with it to pick it up, move to the cutting
board and interact with the cutting board twice, once to put

the tomato down and the other time to chop the tomato.
However, one high-level action always maps to a similar
sequence of low-level actions that only varies depending on
the location of the corresponding objects. For this reason,
we decided to learn actions on a high level and provide the
agent with a simple mapping between high-level and low-
level actions. This not only simplifies the learning process
but also provides us with a general action controller that
we can use to control other agents using simple high-level
behavior rules.

Each high-level action can be broken down into two parts:
moving to objects and interacting with objects. The latter just
requires executing the low-level action INTERACT. Moving
to an object, on the other hand, requires a path to that object.
Therefore, we calculate the shortest path using the Floyd-
Warshall Algorithm [50], [51] to the nearest free field next
to the counter on which the object is placed. The shortest
path is recalculated at each time step and the agent always
takes the first low-level action on that path.
In case the object is not reachable and the agent holds an
object in his hand, the agent places that object on a free
counter that is available to the other agent.

IV. EVALUATION

In this section, we evaluate the ToM models introduced
in the previous section on two different levels of the Over-
cooked environment. The room design of the first level, the
reduced level, can be seen in Figure 3a. Both agents are
separated by a wall and can therefore only reach certain
objects. This room design is supposed to encourage the
agents to cooperate with each other in order to fulfill the
task. In this level, the lettuce, the plate, and the delivery
square are always only reachable by agent 0 (blue agent),
while the tomato is only accessible to agent 1 (pink agent).
Both agents have access to a cutting board. Within these
requirements, the objects are placed at random positions, and
also the starting position of both agents is selected randomly.
In total, this level has 6400 different start states.
The second level, the advanced level, has the same room
design as the first level, but the objects are no longer
restricted to be only on one side of the room. The objects are
randomly placed in different positions in the whole room.
Therefore, both agents can in theory have access to all
ingredients depending on their random placement. This level
has 14400 start states in total.
In both levels, the agents share a reward function. For each
completed sub-goal, i.e. step of the recipe, the agents get
a reward of +10 and for finishing the complete recipe an
additional reward of +1. This leads to a total possible reward
of +41.
In order to train and evaluate our ToM models, we have
recorded 1000 games between two agents respectively for
each of the two levels. The two agents’ behavior was
preprogrammed, i.e. we predefined which high-level action
the agents should perform in which situation and used our
high-to-low-level action mapping to control the agents.



(a) Overcooked environment with wall. (b) Theory of Mind. (c) Recipe for a tomato-lettuce salad.

Fig. 3: The Overcooked environment that we use to evaluate the ToM models in this paper. In the environment (a) the two
agents are separated by a wall. (b) shows an example of how the blue agent uses Theory of Mind to estimate the sub-goal
of the pink agent by observing its actions and (c) shows the different steps to prepare a tomato-lettuce salad.

Figure 3b shows an example of how the estimation of the
sub-goal of another agent with a ToM looks like.

A. Training the ToM Models

In this section, we describe how the Belief Tracker and the
Deep ToM model perform in the Overcooked level designs
previously introduced in Section IV. See Table I for the
accuracies of the different ToM models on the training data
set.

1) Belief Tracker: Since the belief tracker does not have
any parameters that can be tuned, it does not require any
training. We evaluated the performance of the belief tracker
on the recorded game data sets for the two different levels,
each time predicting the goal of both agents. Table I shows
the achieved accuracies on the different levels for the two
agents. As can be seen from the table, the performance of
the Belief Tracker is quite constant across the different levels
and agents. However, the accuracy does not exceed 80%.
This is due to the fact that the two agents often have to wait
for another. As soon as the Belief Tracker is very sure about
one goal, i.e. the uncertainty of the distribution is very low,
it is difficult to react to changes in the agents’ behavior.
Especially, when the agent waits for the other agent and
therefore has the goal DO NOTHING, changes to another goal
are almost never recognized.

2) Deep Network: To train the deep network the set of
1000 episodes (i.e. games) is used, each containing multiple
deliveries of the final plate and the true sub-goal of each
agent at every time step. Since we want this model to be
used only by one of the agents, each model gets fed the
input data of the other agent. Due to the fact that most
of the hyperparameters of the model are determined by
the environment that is used, only decisions regarding the
sequence length L, the number of episodes and the learning
rate need to be made.
Testing has shown that a fixed learning rate is not viable,

hence the ADAM optimizer is used to obtain an adaptive
learning rate directly via the optimization method. Choosing
the right sequence length is not as straightforward, since it
is intertwined with the maximal achievable model accuracy,
the required number of training episodes, as well as the
usability of the model itself. For example, by choosing a
sequence length of 15 time steps when, on average, a game
only takes 21 time steps to complete, the practical value
of the model is greatly diminished. Additionally, the first
training results have shown that the initial world size of 5x5
with a wall in the middle separating the agents yields bad
results in regard to accuracy. This behavior occurs because
the limited possible movement leads to very short and very
similar movements for each sub-goal, thus making it hard to
distinguish between them.
Because of that, a larger 7x7 environment was chosen. With
the new environment, a sequence length of three time steps
yields good results in regard to model accuracy (see Figure 4
and Table I), while also being short enough to provide utiliz-
ability. With these parameters, the loss function plateaus at
around 700 episodes when using the advanced environment,
while the loss deviation stops decreasing after approximately
1200 episodes. This training behavior also applies when
using the reduced environment. Multiple models were trained
on the data set using K-fold cross validation. In Figure 4
the average confusion matrix, for the advanced environment
when training with the data of agent 0 and a sequence
length of 3, is depicted exemplary. Furthermore, additional
experiments have been conducted with a modified network,
which does not take the current action of the other agent into
account. This yields only slightly worse results in regard to
accuracy (0.955) and error margin (0.022) compared to the
original network. Such a model is particularly useful when
only the environment state is accessible and communication
between agents is not possible. In Figure 5 the resulting
confusion matrix of the modified network is depicted.



Reduced Advanced
Agent 0 Agent 1 Agent 0 Agent 1

Belief Tracker 0.739 0.788 0.722 0.722
Deep Network 1 1 0.973± 0.014 0.985± 0.017

TABLE I: Accuracies of the predictions of the two different ToM models on the training data set.

Fig. 4: Confusion matrix of the deep neural network ToM
model for the behavior of agent 0, when trained in the
advanced environment.

B. Training a Policy for the Agent

After training the ToM models, we want to take the
estimated belief over the mental state of the other agent
into account for finding a policy for our agent. As already
introduced in Section III-B, the interaction of an agent with
the environment can be modeled as a Belief MDP. To solve
this MDP, we use Reinforcement Learning. In more detail,
we utilize Double Deep Q-Learning (DQN) [52]. As an input
for the deep Q-network we concatenate the several feature
maps of the environment state, the belief distribution over
the goal of the other agent from the ToM model and a
vector which indicates which steps of the recipe have yet
to be fulfilled and flatten the resulting vector into a one-
dimensional vector. The corresponding DQN consists of two
hidden fully-connected layers with 640 and 128 neurons,
respectively, and a leaky ReLU activation function each. The
output layer is also fully-connected and maps to the twelve
different high-level actions. We train the network using an
experience replay buffer, where tuples consisting of the past
state, action, reward, and following state are stored, for faster
training. At each training step, the parameters of the main
Q-network are partially copied to a second network with the
same architecture, the target network, which helps with the
stability of the learning process. We train using a batch size
of 64, a discount factor of 0.9 and the ADAM optimizer with
a learning rate of 0.001.

In the following, we describe the results of training the
DQN on the two different Overcooked levels introduced
above. As a baseline, we always trained the DQN using no

Fig. 5: Confusion matrix of the deep neural network ToM
model without action input for the behavior of agent 0, when
trained in the advanced environment.

input from the ToM models, i.e. the corresponding input to
the DQN is set to zero. This is supposed to evaluate how the
learning algorithm performs without knowing or estimating
the goal of the other agent. In addition, we trained using an
optimal ToM model, which means that we input the true goal
of the other agent to the DQN.

The results of training for agent 0 on the reduced level
are shown in Figure 6a. The training was performed with
the different versions of the ToM model for 10000 episodes
each. The plot shows the mean and the standard deviation of
the total achieved reward over 10 runs for each different ToM
model plotted over the first 7000 training episodes. As can
be seen in the plot, the learning curve from training with the
optimal ToM model (red) converges to the optimal reward
already after approximately 1000 episodes. None of our two
ToM approaches (blue and green) converges significantly
faster than the version without any ToM model (yellow).
Although we are able to learn cooperative policies using
both of our ToM model approaches, neither of our models
provides a significant advantage over not using a ToM model
in this environment level. However, we can observe that
the learning curve originating from the optimal ToM model
converges significantly faster than the version without the
ToM model. Therefore, in this environment, with this state
space, using a ToM seems to be slightly beneficial.

Similar results could be observed when training on the
advanced environment as can be seen in the plot in Figure
6b. Here, the learning curve of the Belief Tracker even rises
more slowly than the version without a ToM model. In this
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(c) Advanced level with changed state space.

Fig. 6: Results from training the DQN with the different ToM models on (a) the reduced level, (b) the advanced level and
(c) the advanced level with a changed state space. The mean and the standard deviation of the total achieved reward over
10 runs is plotted over the number of episodes.

case, however, all the different trained policies required more
than 7000 episodes to fully converge to the optimal reward.

To investigate the comparatively good performance of the
version not using a ToM model, we reevaluated the definition
of the state space. The state space involves the current
position of all objects and all agents in the environment,
in addition to the recipe, which is a vector that gives
information about the pending sub-goals, and the estimated
belief about the other agent’s state space. Therefore, the state
space seems to be over-defined, and learning an optimal
policy is already possible without estimating the other agent’s
mental state. This seems to be the reason why the version
without the ToM model performs at a high level.

We explored if removing information from the state space
could potentially highlight the benefit of using a ToM model
and therefore estimating the mental state of the other agent.
Only training with the belief from the ToM model did not
lead to convergence at all. Therefore, we had to include infor-
mation about the position of the objects in the environment
in order to achieve convergence. By neglecting the position
of the agents and the current recipe, however, we achieve
a performance boost for all four policies. The results are
shown in Figure 6c. As can be seen in the plot, all four
trained policies converge comparable or even better than the
optimal policy when training with the full state space in
Figure 6b. There is no longer a significant difference between
the convergence behavior of the four policies.

This shows, that the process of learning a policy in our two
levels of the Overcooked environment cannot significantly
profit from using our ToM models. This is most likely
due to the fact that the environment is not suitable for
evaluating our ToM approaches since it is too small and
provides too little variation in the task execution. The sub-
goal of the other agent can already be determined from the
presence and position of the objects in the environment and
does not require any ToM model. Also, the other agent is
preprogrammed to use the shortest path to objects and to
always perform the optimal sub-goal in a specific situation.

Its behavior is therefore predictable and can be assumed by
the other agent.

V. CONCLUSION

In this paper, we have explained and grouped different
Theory of Mind approaches. In addition, we have imple-
mented two different methods to infer the goal of another
agent. The first approach is a belief tracker that decides,
based on the agent’s movements and objects he interacted
with, what the most probable goal of the agent is. The second
approach is a deep neural network that processes the bygone
environment states to infer the most likely goal. The belief
over the sub-goals is then fed to a deep Q-network to estimate
the best action to take in a situation. Our results show that the
simple belief tracker, while fundamentally working, yields
significantly worse results in regard to accuracy than the
deep ToM network. Moreover, we have shown that supplying
the information of another agent’s current goals does not
significantly influence the resulting performance (in the case
of the deep ToM model), or even hinders learning (in the
case of the Belief Tracker). With this, it is safe to say,
that designing environments that can be used to evaluate the
information gain of a ToM model, is not as straightforward
as one might think.

This raises the question for future work of how to define a
level of cooperation that requires Theory of Mind models and
how to evaluate them. Additionally, we plan on evaluating
our approaches on an open Overcooked level without the
separating wall between the agents and further increasing
the capabilities of the motion planer. Another future task is
to compare our approaches against other approaches from
literature like the Bayesian Delegation [14] or some imple-
mentation of Inverse Reinforcement Learning. Also, making
the environment less observable by adding for example a
field of view for the agents opens up further challenges.
Another interesting future line of work would be to not use
preprogrammed agents for the counterpart but use agents
with variable behavior or to train all agents at the same time.
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